
Study of Buffer Size in Internet Routers

August 2006

Don Towsley
Department of Computer Science

University of Massachusetts
Amherst, MA 01003

Final Report prepared for
Army Research Lab and DARPA

under Contract W91 1NF-05-1-0253

20061117084



Form Approved
REPORT DOCUMENTATION PAGE OMB NO. 0704-0188

Public Reporting burden for this collection of information is estimated to average 1 hour per response, including the time for reviewing instructions, searching existing data sources, gathering
and maintaining the data needed, and completing and reviewing the collection of information. Send comment regarding this burden estimates or any other aspect of this collection of
information, including suggestions for reducing this burden, to Washington Headquarters Services, Directorate for information Operations and Reports, 1215 Jefferson Davis Highway, Suite
1204, Arlington, VA 22202-4302, and to the Office of Management and Budget, Paperwork Reduction Project (0704-0188,) Washington, DC 20503.

1. AGENCY USE ONLY (Leave Blank) 2. REPORT DATE 3. REPORT TYPE AND DATES COVERED

August 15, 2006 Final Report 2/15/05-2/14/06
4. TITLE AND SUBTITLE 5. FUNDING NUMBERS

Study of Buffer Size in Internet Routers C - W911NF-05-1-0253

6. AUTHOR(S)
Don Towsley

7. PERFORMING ORGANIZATION NAME(S) AND ADDRESS(ES) 8. PERFORMING ORGANIZATION

University of Massachusetts 140 Governors Drive REPORTNUMBER

Dept of Computer Science Amherst, MA 01003-9264

9. SPONSORING / MONITORING AGENCY NAME(S) AND ADDRESS(ES) 10. SPONSORING / MONITORING
AGENCY REPORT NUMBER

U. S. Army Research Office
P.O. Box 12211
Research Triangle Park, NC 27709-2211

11. SUPPLEMENTARY NOTES

The views, opinions and/or findings contained in this report are those of the author(s) and should not be construed as an official

Department of the Army position, policy or decision, unless so designated by other documentation.

12 a. DISTRIBUTION / AVAILABILITY STATEMENT 12 b. DISTRIBUTION CODE

Approved for public release; distribution unlimited.

13. ABSTRACT (Maximum 200 words)
In this report we summarize the results of our small buffer project. The goals of the

project were (1) to model the behavior of TCP in a network where the routers have very

small buffers, (2) to determine a rule for sizing buffers in such networks, and (3) to

improve on TCP so that it can operate well in such a network.

The main outcomes of the project were as follows. We developed an algorithm based on the

use of rational approximations coupled with a Hierarchical Markovian model of network traffic

to study the effect of small buffers of TCP performance. This algorithm is computationally

efficient and yields accurate estimates of buffer overflow probability. We developed modelE

and analytical techniques for studying and quantifying oscillatory behavior in small buffel

networks handling TCP flows. These were shown to be accurate compared to Matlab simulations

Last, we developed new TCP congestion avoidance algorithms suitable for a small buffer

Internet.

14. SUBJECT TERMS 15. NUMBER OF PAGES

small buffers, network control, TCP stability 58
16. PRICE CODE

17. SECURITY CLASSIFICATION 18. SECURITY CLASSIFICATION 19. SECURITY CLASSIFICATION 20. LIMITATION OF ABSTRACT
OR REPORT ON THIS PAGE OF ABSTRACT

UNCLASSIFIED UNCLASSIFIED UNCLASSIFIED UL
NSN 7540-01-280-5500 Standard Form 298 (Rev.2-89)

Prescribed by ANSI Std. 239-18
298-102

Enclosure 1



2

Table of Contents

1. Introduction ....................................................................................................................................................... 4
2. M otivation ......................................................................................................................................................... 4
3. A pproxim ations for sm all buffers ............................................................................................................ 5

3.1 Traffi c m odel .................................................................................................................................................. 5
3.1.1 Source traffi c m odel ................................................................................................................................. 5
3.1.2 System m odel ........................................................................................................................................... 6
3.2 Rational approxim ation ............................................................................................................................... 6
3.2.1 Convergence of rational approxim ation ............................................................................................ 7
3.2.2 Calculating rational approxim ation ................................................................................................... 7
3.3 RA for M HOP m odels ................................................................................................................................... 7
3.4 Experim ental results ....................................................................................................................................... 7

4. Lim it cycle analysis in TCP networks ........................................................................................................ 9
4.1 Harm onic Balance and Describing Functions ......................................................................................... 9
4.2 Results .......................................................................................................................................................... 10

5. Sm all buffer TCP ............................................................................................................................................. 11
5.1 A sm all buffer Internet ................................................................................................................................. 12
5.2 A new congestion control algorithm E-TCP ......................................................................................... 13
5.3 Evaluation of E-TCP .................................................................................................................................... 13

6. Sum m ary ........................................................................................................................................................... 15
7. List of Participating Personnel ....................................................................................................................... 15
8. References ........................................................................................................................................................ 15
A. Appendix .......................................................................................................................................................... 16



3

Table of Figures

Figure 1 Utilization set to 0.016 .......................................................................... 8
Figure 2 Utilization set to 0.032 ........................................................................... 8
Figure 3 Model decomposition .......................................................................... 10
Figure 4 Calibration of harmonic balance model .................................................... 11
Figure 5 The dumbbell topology ........................................................................ 14
Figure 6 Evaluation of ETCP ............................................................................ 15



4

1. Introduction

The goals of this project were: (1) to model the behavior of TCP in a network where the routers have very
small buffers, (2) to determine a rule for sizing buffers in such networks, and (3) to improve on TCP so that
it can operate well in such a network.

The main outcomes of the project were the following:

"• Development of approximations: We developed an algorithm based on the use of rational
approximations coupled with a Hierarchical Markovian model of network traffic to study the effects of
small buffers of TCP performance.

"* Study of oscillations in small buffer networks: We developed models and analytical techniques for
studying and quantifying oscillatory behavior in small buffer networks handling TCP flows.

"* Development of a small buffer TCP: We developed new TCP congestion avoidance algorithm suitable
for a small buffer Internet.

We describe each of these outcomes in the remainder of this report. Prior to this, we motivate the need for
our project.

2. Motivation

The scalability of Internet routers is limited by the buffers they use to hold packets: The problem is, buffers
are required to be both large and fast. Buffers are sized using a rule-of-thumb that states each link needs a
buffer of size B = 2T x C, where T is the average round-trip time of a flow passing across the link, and C is
the link data rate. For example, a 10Gb/s router line card needs approximately 250ms x 10Gb/s = 2.5Gbits of
buffers; and the amount of buffering grows linearly with the line-rate. In practice, a typical 10Gb/s router
line card can buffer one million packets, and needs to access the buffer once every 30ns. The buffer speed
must also grow linearly with the line-rate, so a 40Gb/s line card requires access to the buffer every 7.5ns. It
is safe to say that the speed and size of the buffers is the single biggest limitation to growth in router
capacity today, and represents a significant challenge to router vendors.

In this study, we build on recent results that suggest much smaller buffers are possible. At the very least, we
believe that buffers can be small enough to be held in on-chip SRAM (e.g. 32Mbits of buffers), and
therefore remove the bottleneck for electronic routers. But the real opportunity lies in establishing that
buffers can be small enough to be all-optical - thus paving the way for all-optical routers. Today, it seems
feasible to fabricate integrated optical buffers to store tens or even one hundred packets. We believe that by
modifying the congestion control algorithms of TCP, or by shaping traffic in the network, it might be
possible to build networks from all-optical routers with only a few dozen-packet buffers.

Section 3 presents algorithms for predicting the performance of TCP I a network with small buffers. Section
4 presents an analysis of a network with small buffers that focuses on the oscillatory behavior in the
presence of TCP connections. Last, Section 5 describes a new TCP protocol that operates in a robust
manner in the presence of small buffers.

3. Approximations for small buffers
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The motivation of this work is to calculate the packet loss rates at a core router and compare them under
different router buffer regimes. By employing queuing theory, current techniques can model the system
exactly and one can try to obtain the packet loss rates by solving the corresponding model. However, the
nature of the problem dictates that, as the system scales up, both the required computation time and
computational resources increase, in some cases, exponentially. This limits the range of problems that can
be solved to very small problems with very few TCP sessions. On the other hand, in a real setting, a core
router is usually shared by thousands of TCP sessions. A large number of TCP sessions represents a
situation that is far what is currently solvable.

In this work, we use the 'rational approximation' technique to solve large problems. Rational approximation
is a function approximation technique that utilizes function values on a set of data points to characterize the
function values on the whole domain. It enables one to infer the behavior of a large-scale system from the
behavior of small scale systems.

3.1 Traffic model
We focus on the packet loss rate at a core router. The router is shared by N traffic sources TCP sessions)
and is equipped with a buffer of size B and capacity NC. Each traffic source sends data in a TCP-like
manner. Each of the Ntraffic sources is modeled as a three state Markov process and the whole system as a
Markov system.

3.1.1 Source traffic model
Our model for each traffic source originates from the Misra-Gong MHOP model [3], which consists of a
product of on-off Markov chains. The Misra-Gong MHOP model originally describes the network traffic as
the product of three two-state Markov chains. Each two state Markov chain represents a specific on-off
behavior observed in the network. The top level Markov chain describes the on-off behavior of a network
session. When a user opens a web page or begins an FTP file download operation, the session is turned on,
and when the web page or the FTP file download operation finishes, the session is turned off. The second
level Markov chain describes the on-off behavior of TCP. When TCP sends data, it sends a train of packets
whose size equals its congestion window. This sending process corresponds to the on state of the second
level Markov chain. TCP then waits until the acknowledgement packets come back. This wait process
corresponds to the off state of the Markov chain. And when acknowledgement packets come back, TCP
begins to send data again, which results in the Markov chain switching to the on state. The third level of the
Markov chain describes the on-off behavior due to the shared access nature of the Ethernet. When packets
are sent over Ethernet, the sending process may fail because of collisions with other sending hosts. A
collision corresponds to the off state, and the absence of a collision corresponds to the on state.

We use the above model to capture the behavior of a single traffic source but focus only on the first two
levels of the Markov chain. These two levels capture the on off behavior brought by the user session and
TCP. We further simplify the model by using a three state Markov chain {Xt} where Xt E- {So, S1, S2}.

When Xt = S2, it denotes that the session is in the off state and not attempting to transfer any data. Xt=SO and
Xt=S1 correspond to the states where the session is in the on state. Xt = S, represents a TCP session actively
transferring a window of data, and Xt = So represents a TCP session waiting for acknowledgement packets.

This Markov chain has the following infinitesimal generator Q

-y /(yR -1) y /(yR -1) 0 ]
Q yP -Y y(-p)

0 7

Here, 1/- is the mean time to transfer a window of packets, R the average round trip time, and 1/- the mean
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session off time. p denotes the probability that the current session does not go off after the current sending
phase. We further assume that during state S1, packets arrive at the router according to a Poisson process
with rate _>0. Therefore, the mean rate that a session generates packets is r = _P(Xt = S1).

3.1.2 System model
The system can be modeled by a finite state Markov chain with states Y= (No,N 1,Q) where No denotes the
number of sessions that reside in state 0, N, the number of sessions that reside in state 1, and Q the core
router buffer occupancy, No,N 1 > 0, N0+N <- N, and 0 < Q < B. The size of the state space is _(N2 B).

The average sending rate of each source is r and the load on the router is denoted by _ = r/C. Let LN denote
the event that a packet is lost at arrival, i.e., it arrives to find the buffer full, when there are N sources. We
are interested in estimating the probability that LN happens, denoted as PL(N), a function of N.

This system can be analyzed exactly for small values of N, where the size of the state space is not too large.
In addition, we know from [2] that, as N _ oo the packet loss probability PL(N) converges to the loss
probability of a finite buffer queue fed by a Poisson process with parameter _ = r and service capacity C.
However, not much is known about the convergence rate of PL(N) to its limiting values and, for the case
when N is large, it is too difficult to calculate the exact result due to either time constraint or computation
resources. We use rational approximations to approximate the values of PL(N) for intermediate to large
values of N.

3.2 Rational approximation

Rational approximation (RA) approximates the value of a function on its whole domain using the values at a
set of data points. It is in the form of a ratio of two polynomials. Suppose we have a function f(z). The RA
of type [LIM] of 1(z) is the ratio of a polynomial of order L and a polynomial of order M:

RL/M (z) =-PL(z)
QM (z)

where

PL(z) = ao + alz + + aL-lzL-1 + aLzL

QM (z) = bo + bz +... + bMlz M '- + ZM

The highest coefficient of the polynomial in the denominator is set to 1, so there are L+I parameters in the
numerator polynomial and M parameters in the denominator polynomial. If we have L+M+I points on the
target functionj(z), then we can obtain the parameters by solving this set of L+M+1 linear equations.

RLM(zl) = f(zI)

RLM(z 2 ) = f(z 2 )

RLM (zL.M+1) = f(zL+MI)

3.2.1 Convergence of rational approximation
The convergence of rational approximation to the original functionj(z) has been proved in 1979 by H.
Wallin [11].
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3.2.2 Calculating rational approximation
There are many methods to calculate the rational approximation function given a set of points. We use the
method developed by [1], which uses continuous fraction. A continuous fraction is an expression in the
form of

g(x) = ao (X-X)

al + (x-x 1 )

a2 + (x-x 2 )
a 3 +...

Suppose we have a set of points {xO, x1, ..., xj} and the function values at each pointsiAxo),l(xi), ...,J(x,), we
can obtain the rational approximation off using rational approximation in an iterated way.

3.3 RA for MHOP models
We approximate the packet loss function PL(N) using the rational approximation technique. The packet loss
function PL(N) is a function of N, the number of traffic sources. Techniques in [4] allow us to calculate
PL(N) exactly for cases when N ranges from 1 to 47. We then approximate PL(N) by calculating the rational
approximation functions R{[LIf}(N) based on these available values. Here, L+M < 46. We observe that, in
most cases, the rational approximation converges as L and M increases. We then use the approximation
function R{[ 23/23])(N) to predict the function value of PL(N) for the cases when N is large.

In practice, if the asymptotic behavior of the target function is considered, we can obtain a more accurate
approximation curve to the original function. The asymptotic behavior of the function can be integrated into
RA using a continuous fraction. Suppose the depth of the continuous fraction is m where m is even; then by
observation, its asymptote goes to the sum of all even parameters ao+a2+...+am. In this case, if we want to
force the asymptote of the continuous fraction to be c, we can modify am to be c-ao - a2 -...- a{m-2}. This gives
us the desired asymptote of the continuous fraction and, at the same time, the resulting fraction function
loses one point in the approximation.

3.4 Experimental results
We present the results of two experiments. The basic settings are: p = 0.5, which is the parameter for the
geometric distributed session length; _ = 6.25, and 1/ = 0.16s is approximately the time of 20 1k byte
packets, each going through a 1Mbps connection; the RTT R = 0.2s; _ = 0.05, which means the average
session idle time is 20 seconds; and a sending rateb_ = 1Mbps. The capacity of the core router per flow is C
= 1Mbps, which is the same as alpha, and the buffer size is set to B = 5 packets. This setting corresponds to
a utilization of 0.016. Figure 1 shows the experimental results under this setting.

We then change _ to 0.1, which means the average session idle time is 10 seconds. This results in a higher
utilization of 0.031 and thus a higher loss rate. Figure 2 shows the experimental results under this setting.
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4. Limit cycle analysis in TCP networks

The motivation for our research is to analyze the oscillating behavior of traffic intensity in TCP networks
where the router buffers are sized "small" [6]. This means that the buffer size is fixed and does not scale
with the router capacity and average round-trip time as in the case of conventional buffer sizing. In [6], the
authors studied TCP behavior for this small buffer regime. They argued, using linear stability analysis, that
such TCP networks can become unstable and considered its impact by analyzing the resulting oscillations in
traffic intensity. In the theory of nonlinear differential equations, such robust steady-state oscillations are
referred to as limit cycles. In our work, we aim to analyze limit cycling in TCP networks having small
buffers with an approach complementing [6]'s, and relate features of these oscillations (bias, amplitude and
frequency) to network parameters. Our approach, utilizing the classical techniques of harmonic balance and
describing function analysis, is convenient for analyzing large-amplitude oscillations method and can be
applied to networks with multiple congested routers.

The mathematical models we use are identical to those in [6]. The TCP source dynamics [5] are given by

dw(t) 1 w(t) w(t - RTT) (t - RTT) (1)

dt RTT 2 RTT

where p is the loss rate for the link, w is the window size and RTT is the round trip time for the TCP source.
In [6], it is argued that an appropriate loss model for a small buffer is derived from an M/M/1/B queue
modeling as in

(1 -p)pB
p = )P (2)

where p is the loss rate, _=w/(C*RTT) is the traffic intensity of the router, C is the link capacity and B is the
router's buffer size. Together, (1) and (2) constitute the nonlinear differential equation model describing how
TCP-controlled traffic sources react to a single congested link with small buffer.

4.1 Harmonic Balance and Describing Functions

In our analysis, we use harmonic balance and the describing function method to analyze limit cycling. The
describing function method is based on an extension of linear analysis referred to as "quasi-linearization".
Quasi-linearization approximates a static nonlinearity, such as in (2) by an input-dependent gain; i.e., the
gain is a function of some feature of an assumed input signal form. The optimum quasi-linear approximation
for a specified input signal class, which minimizes the squared error between actual output and the
approximated output, is referred to as describing function (DF) for the nonlinearity.

As we discussed above, the describing function for a given nonlinearity is based on an assumed input signal
form. Our observations based on nonlinear simulations of (1) and (2) show that oscillations in traffic
intensity _ can be approximated by a biased sinusoidal signal; i.e., _(t)=b + a sin _t where b is the bias, a is
the amplitude and _ is the frequency of the oscillation. Hence, we compute our describing functions
assuming a biased sinusoidal input, which classically is referred to as a dual-input describing function [7].



10

The ultimate goal of using the describing function approximation is to enable limit-cycles analysis by
invoking the so-called harmonic balance computation. Harmonic balance refers to the conditions under
which a feedback loop supports a sinusoidal solution, and is executed by assuming a loop signal -- a biased
sinusoidal in our case -- and then tracing the effects of this signal around the loop returning to the original
point. The resulting signal must match the original sinusoid in order for the loop to have such solution. This
is the "balance" in harmonic balance. The unknowns in the balance equation are those of the assumed loop
signal: b, a, and _. However, since the DF expressions depend nonlinearly on (b, a, _), the balance equations
may not admit an analytical solution.

We begin our analysis with the single link case. Our model consists of two nonlinearities (1) and (2), and for
the harmonic balance and describing function analysis, one is linearized and the other approximated by its
describing function. The dominant nonlinearity is the candidate for approximation by its describing
function, and simulations show that (2) is dominant. In Figure 3 we show the feedback connection of the
linearization of (1) with the describing function of the loss process (2). For the network case, the linearized
source dynamics is a Multiple-Input Multiple-Output (MIMO) transfer function. Similarly, since multiple
links are congested, the describing function is an input-dependent gain matrix. The analysis for the network
case is a multi variable extension of the single-link analysis, with harmonic balance represented by nonlinear
matrix equations.

L

P P

Figure 3. We decompose the fluid model of a congested network, described by the nonlinear differential equation (1)
and (2), into a feedback loop comprised of a linear dynamic L and static nonlinearity NL, the latter modeling the small
buffer's loss process p(_. This loop sustains oscillations for a range of network parameters, and we use harmonic
balance and describing function analysis to estimate the amplitude swing and average value of oscillation in the traffic
intensity _0.

4.2 Results

For a single congested link, we solve the harmonic balance equations numerically. In Figure 4 we compare
their prediction of oscillation amplitude with that coming from simulation of the nonlinear differential
equations (1) and (2). The simulations are parameterized by wnd and the harmonic balance results are
consistent. They correctly predict both the emergence and disappearance of limit cycles and modestly over-
estimate the oscillation amplitude. From Figure 4 it appears that the oscillations are centered around the
network equilibria. Assuming this so in the harmonic balance equations leads to the analytical conclusion
that the traffic intensity's oscillation amplitude a, is proportional to the equilibrium loss rate; that is

a O po.

We see this also in Figure 4 where oscillation (synchronization) diminishes for network conditions with
reduced loss P0. However, the equilibrium traffic intensity _o also decreases, so that reduced oscillation
comes at the expense of decreased utilization. A similar conclusion can be drawn in the network case where
a lower bound to synchronization in a congested link is proportional to the equilibrium loss rate of that link.
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Figure 4. The harmonic balance analysis is calibrated against fluid model simulations, (1) and (2). For different values
of the network parameter wnd = C*RTT, the behaviors of both are shown as loss probability p vs. traffic intensity _.
Only the equilibrium values are noted when the system I convergent. For oscillatory behavior, the amplitude swing in
traffic intensity is represented by a horizontal line. The harmonic balance analysis is consistent with the fluid model
simulation showing that oscillations can be avoided at the expense of reduced utilization _ < 1.

5. Small buffer TCP

An important factor under consideration when developing new transportation protocols is the size of the
router buffer. Current Internet routers hold hundreds of thousands of packets. However, the next generation
Internet is likely to consist of routers equipped with very small buffers.

Our goal is to build a transportation protocol for a high bandwidth, small buffer Internet. More specifically,
we propose E-TCP, an end-to-end, protocol that effectively utilizes the bottleneck link bandwidth in a high-
speed network consisting of routers that can buffer 20 packets.

E-TCP achieves high bottleneck link utilization by operating at equilibrium where the sending rate drives the
bottleneck packet loss probability at a level higher than a predefined constantpo. We will demonstrate that a
packet loss probability converging to zero implies a low utilization of the network bandwidth. Therefore,
instead of trying to eliminate packet losses, E-TCP connections deliberately control the sending rate so that
the bottleneck queue would generate a packet loss probability above po. The equilibrium is achieved using a
generalized additive increasing multiplicative decreasing algorithm. On receiving a successful
acknowledgement, the E-TCP congestion window is increased by 1/25, and on receiving a packet loss event,
which serves as a congestion indication, the congestion window is decreased by w/(25(2+po w)), where w is
the size of the current congestion window.

We have performed numerous experiments to study the behavior and the performance of E-TCP under
various network settings. The experimental results demonstrate that E-TCP has achieved our original design
goal. We will show that E-TCP keeps up a high link utilization independent of the increase in the bottleneck
link bandwidth. In all the cases, E-TCP connections in the experiments converge to a stable equilibrium
expected by the original design and preserve fairness among the connections that go through the same
bottleneck.
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5.1 A small buffer Internet

In this section, we show that as the Internet evolves, a new congestion control algorithm is needed for a
fixed buffer Internet, and eventually, for a fixed small buffer Internet.

We focus on a network setting where there is a single bottleneck link whose bandwidth is c and there are g
TCP connections going through. Let p denote the link utilization at the bottleneck link at steady state and T
the throughput of an individual connection. Assuming that the g TCP connections are homogeneous and
equally share the link bandwidth, we have

T= pc/g (1)

Let the buffer size of the bottleneck link be B. We assume that, with a buffer size of B, the steady state
packet loss probability p is a function of the link utilization p

p = PB(P) (2)

and PB satisfies the condition that PB (x) -- 0 only if x -- 0. This means that the packet loss rate p goes to 0
only if p -- 0. An example of such a function is the packet loss probability function for an M/M/1I/B queue.
Let w denote the congestion window of TCP. TCP has a congestion window adjustment algorithm such that
on receiving a successful acknowledgement

w "" w + I/ w,

and on detecting a packet loss
w -w - w/2}.

This AIMD behavior produces the following steady state congestion window size

w = (2/p)/ 2,

and, with a round trip time of d, the steady state sending rate

T = w/d = (2/p)l/2/d (3)

the well-known square root formula for TCP throughput. Equations (1) - (3) yield

PB(P)p 2 = (Kg/(dc))
2

This equation demonstrates the relationship between the bottleneck link bandwidth c, the number of
connections going through the bottleneck link g, the bottleneck link buffer size B, and the bottleneck link
utilization p for TCP connections.

As the Internet evolves, the link bandwidth c will increase. As it increases we can conclude from the above
derivations that the bottleneck link utilization p decreases to 0. This behavior holds for most other
congestion control algorithms that have been proposed and motivates us to develop one where p -- P0 > 0.

5.2 A new congestion control algorithm E-TCP
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Our goal is to set the steady state congestion window w* of E-TCP to

w* = 2 /(p -P0),

where p is the steady state packet loss probability and po > 0 is a predefined packet loss probability. As the
steady state congestion window w* is approximately equal to the delay bandwidth product of the E-TCP
connection path, the steady state packet loss probability p is always larger than po, and p decreases to po as
the bottleneck link bandwidth increases to infinity.

This steady state equilibrium is achieved by using an AIMD protocol with general increment and decrement
that are functions of the congestion window size w, namely i(w) and d(w). On receiving a successful
acknowledgement, the congestion window is increased by i(w) and on receiving a packet loss indication, the
congestion window is decreased by d(w). The increment and decrement i(w) and d(w) should be set so that
i(w)/d(w) satisfies

I(w)/d(w) = (2 + po w)/w. (4)

Let

i(w) = I/b,

for some parameter b > 0, then equation (4) leads to

d(w) = w/(b(2 + pow).

Therefore, during the transmission, the congestion window w of E-TCP increases by 1/b on every successful
acknowledgement and decreases by wI(b(2 + pow) on every packet loss event.

5.3 Evaluation of E-TCP

We evaluate the performance of E-TCP in this section. We present a set of experimental results to
demonstrate the properties of E-TCP and its performance in a high bandwidth small buffer network
environment. Our experiments emphasize the following three conclusions:

"* E-TCP is stable. E-TCP reaches the predefined equilibrium states and exhibits stable behaviors in
all the network settings carried out in our experiments.

"* E-TCP maintains a high utilization of the link bandwidth and outperforms other protocols when the
delay bandwidth product is large. E-TCP keeps an almost constant link utilization regardless of the
bottleneck bandwidth increasing and only shows a slow decrease with an increasing round trip
propagation delay.

"• E-TCP preserves fairness among multiple flows. In a dynamic environment, where new connections
start up after existing connections, the existing E-TCP connections will response to the newly
created connections and converge to an equilibrium where fairness is preserved. The convergence
rate depends on the bottleneck link bandwidth and the round trip delay.

We also perform experiments where E-TCP's performance is studied under various network settings such as
multiple bottlenecks, lossy reverse paths, and finite flows. In all these experiments, E-TCP exhibits good and
stable behavior.
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Experimental setup

Most of the experiments use the dumbbell topology as shown in Figure 5. Each source or sink connects to
the bottleneck link through a unique edge link. The edge links are assigned a bandwidth of 100Gbps, a
propagation delay of 5ms and a queue size of 1000 packets. Our experiments cover the bottleneck link
capacities ranging from 100kbps to 5Gbps and the round trip propagation delay from 50ms to 200ms. The
queue limit of the bottleneck link is set to a fixed size of 20 in the unit of packets and a drop-tail queue
management is applied.

SI R1
S2 7 7 tbott enek 1  R2

Sn B1 Rn

Figure 5. The dumbbell topology.

In the experiments, we compare E-TCP with the following variants of TCP:

"• TCP SACK: We use the TCP SACK as specified in ns-2 with its default settings.
"° FAST. Our experiments use an implementation of FAST from the CUBIN laboratory (CUBINlab)

[8] using default parameters.
"* HSTCP: We use the default settings for HSTCP in ns-2.
"* STCP: We use an implementation of STCP obtained from [9].
"* TCP Newreno: TCP Newreno has been implemented in ns-2.
"° STCP with packet pacing: By using packet pacing, we add a delay between two consecutive out

going packets so that the time interval between them is at least the estimated round trip time divided
by the current window size.

"* TCP Newreno with packet pacing: This is TCP Newreno with packet pacing as described above.

The bottleneck link bandwidth is set from 100kbps to 5Gbps, and the round trip propagation delay is set to
50ms, lOOms and 200ms respectively. In each experiment, the start-up time of all the flows are distributed
uniformly in the first 1 OOms of the simulation. Figure 6 shows the link utilization of a single flow of
different TCP variants in these settings. We see that E-TCP maintains high link utilization as the bottleneck
bandwidth increases while the link utilizations of other protocols decrease.
We compare the link utilization of different types of TCPs when there are 50 connections going through the
bottleneck link. The experiments simulate a high bandwidth network where the bottleneck bandwidth is set
to 2.5Gbps and 5Gbps, and the round trip propagation delay is set to 50ms. Figure 7 presents the link
utilization of different protocols in the experiments. The x-axis represents different experimental settings
and the y-axis represents the link utilization. It again demonstrates that, in the cases of multiple connections
sharing a bottleneck link, E-TCP obtains higher link utilization than the other protocols in all settings. We
observe similar behavior with other numbers of connections, propagation delays, presence of traffic in the
reverse direction and the presence of short-lived flows. Details can be found in [10] which is included as an
Appendix.
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Figure 6. In the cases of multiple connections sharing a bottleneck link, E-TCP obtains higher link utilization
than the other protocols in all the settings and shows only a small decrease as the round trip propagation
delay increases.

6. Summary

Our project significantly advances our understanding of the behavior of TCP connections in a network with
small buffers (20 - 50). We developed a methodology for predicting the behavior of large populations of
TCP connections through a bottleneck router with small buffers. We also explored the stability behavior of
TCP connections in a small buffer network. Finally, we identified a serious problem with current TCP that
has not been addressed. Based on this observation, we have developed a new TCP congestion control
algorithm that solves this problem.
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Congestion Control for Small Buffer High Speed

Networks
Yu Gu, Don Towsley, Chris Hollot, Honggang Zhang

Abstract

There is growing interest in designing high speed routers with small buffers storing only tens of packets. Recent

studies suggest that TCP NewReno, with the addition of a pacing mechanism, can interact with such routers without

sacrificing link utilization. Unfortunately, as we show in this paper, as workload requirements grow and connection

bandwidths increase, the interaction between the congestion control protocol and small buffered routers produce link

utilizations that tend to zero. This is a simple consequence of the inverse square root dependence of TCP throughput

on loss probability. In this paper we present a new congestion controller that avoids this problem by allowing a

TCP connection to achieve arbitrarily large bandwidths without demanding the loss probability go to zero. We show

that this controller produces stable behavior and, through simulation, we show its performance to be superior to

TCP NewReno in a variety of environments. Lastly, because of its advantages in high bandwidth environments, we

compare our controller's performance to some of the recently proposed high performance versions of TCP including

HSTCP, STCP, and FAST. As before, simulations illustrate the superior performance of the proposed controller in

a small buffer environment.

I. INTRODUCTION

Driven primarily by technology and cost considerations, there has been growing interest in designing routers

having buffers that store only tens of packets. For example, Appenzeller et al. [3] have argued that it is extremely

difficult to build packet buffers beyond 40Gb/s and that large buffers result in bulky design, large power consump-

tion and expense. Also, buffering in an all-optical router is a technological challenge, and only recent advances

(Enachescu et al. [10]) give promise for buffering just a few optical packets. Small buffers are also favorable for

end system applications. In [14], Gorinsky et al. advocate a buffer size of 2L packets where L is the number of

input links. These buffers allow one to handle simultaneous packet arrivals. The idea is that while end system

applications have many options for dealing with link under-utilization, they cannot compensate for the queuing

delay created by applications.

Recent studies indicate that TCP, the predominant transport protocol, can coexist with such small buffers. Using

fluid and queuing models of TCP and packet loss, Raina and Wischik [26] and Raina et al. [25] argue that small



buffers provide greater network stability. Enachescu, et al. [10] demonstrate that buffers could even be chosen with

size e(log W), where W is congestion window size, provided that TCP sessions use pacing. In this case they show

that links would operate at approximately at 75% utilization.

The goal of our paper is twofold. First, we present an evolutionary model that studies the performance of TCP

under increasing per connection throughput, higher link speeds and constant-size router buffers. Our evolutionary

model illustrates a serious performance degradation problem. Second, motivated by these observations, we specify

requirements that yield robust performance in the face of increasing per connection throughput and higher link

speeds. One solution to this problem is the log W rule proposed by [10]. In this paper we explore a different

approach, in particular, for constant-size router buffers. And our analysis leads to a new end-to-end congestion

controller which allows buffers to remain constant in size regardless of the increasing sending rate of a source.

This new congestion controller results from our analysis of the evolution model and we name it E-TCP.

The key idea behind the congestion controller is to prevent the packet loss probability from going to zero as

sending rates increase. E-TCP achieves high bottleneck link utilization by operating at an equilibrium where the

sending rate forces the bottleneck packet loss probability to be larger than a predefined constant P0. Instead of

"avoiding congestion", E-TCP drives the bottleneck link to an equilibrium state of moderate congestion. This

equilibrium is achieved using a generalized additive increasing multiplicative decreasing (GAIMD) algorithm on

the congestion window.

The design of E-TCP follows the principle that congestion control is completely decoupled from reliable data

delivery. Mechanisms guaranteeing reliable data delivery are built upon E-TCP and work independently from

congestion control. This is beneficial in several aspects. First, the transmission control protocol behaves the same

whether or not reliable end-to-end delivery is required. Since E-TCP's congestion control algorithm doesn't exhibit

sharp rate changes as TCP, it may be suitable for applications that do not require reliability but just a smooth

sending rate. Second, the decoupling makes it possible to distinguish between packet losses and data errors caused

by other factors such as signal interference during transmission. Third, decoupling congestion control from reliable

data delivery allows for a straightforward design and implementation of both the E-TCP and reliability protocols.

While this research is primarily targeted towards future routing technologies and workloads, our controller may

be useful for high speed, high volume data transfers in the current Intemet. This is of growing importance in the

high performance science community. Our simulations show that the new controller is competitive with several

proposed controllers including HSTCP [11], STCP [18] and FAST [16] in a small buffer environment.

The rest of the paper is organized as follows. In Section II, we propose a simple evolutionary network model of

the Internet for the case that buffer sizes are kept constant. Section III introduces the new congestion controller,

E-TCP, and discusses its related properties. We present a reliable data delivery mechanism that builds upon E-TCP
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in Section IV and show the implementation of E-TCP in the packet level simulator ns-2 in Section V. Section VI

demonstrates part of the experimental results that we obtained during the development of E-TCP. In section VII,

we provide an extension of the E-TCP congestion control algorithm which operates directly on the sending rate

of an E-TCP connection. Under the extension, E-TCP shows RTT friendlyness and more robust in a large router

buffer environement. And the last two sections point to the related research and provide a short summary of our

work.

II. AN EVOLUTIONARY NETWORK MODEL

The evolution of the Intemet has seen a rapid growth in both users and applications. In spite of this increasing

workload, users are also experiencing faster connections. This speed-up is primarily due to higher-bandwidth routers,

switches and pipes. In less than forty years, Intemet line speeds have increased from Kb/s to Gb/s, and access

has evolved from dial-up to cable networks. In some parts of the world, optic fiber connect end users on a per

household basis. It is thus reasonable to expect this trend to continue where both the number of connections and

individual bandwidth increase.

To model this phenomenon we consider a network with a single bottleneck link having capacity c and carrying

g connections. With n = 1, 2,... denoting the technology generation, we define c(n) as the capacity of the n-th

router generation and g(n) as the number of connections these routers expect to carry. Our prior observations on

Internet evolution can then be modeled as g(n) nondecreasing and

c(n) -- o; c(n)/g(n) ---*

as n --- cc. Our analysis will consider the case when the bottleneck link's buffer size is a constant B, independent

of the technology generation. The steady-state packet loss probability p is taken as a function of link utilization p

P = PB(P) (1)

where PB is one-to-one and PB(X) --* 0 as x --+ 0; i.e., p --* 0 as p --+ 0. This is certainly the case for an

M/M/1/B queue, where

1-_ +P B
P=1 --B+1P

and more generally for an M/G/1/B queue, which, for large g(n), can be a suitable loss model due to the Poisson

nature of aggregate traffic; see [7] and [6].

To model the evolution of TCP, we first recall the adjustment of the congestion window W on receipt of an

acknowledgement:

W --W+1/w.

3



On detecting a packet loss during a round trip time the window halves

W +- W- W/2.

Let Tr be the round trip time, this additive-increase, multiplicative-decrease (AIMD) behavior can be approximated

by the differential equation
dW = 1W WW

dt W -r 2 -•r

which yields the steady state congestion window size

w* = 2/p.

The steady-state sending rate is

T = W*/d = (1/Tr) 2/-•-'p (2)

which is the well-known square-root formula for TCP throughput [24].

On the other hand, if we assume that g(n) homogeneous TCP connections equally share the bottleneck link

capacity, then

T(n) = p(n)c(n)/g(n), (3)

where T(n) and p(n) are the per connection sending rate and the link utilization in an n-th generation network.

Combining (1) - (3) then gives
p2(n)PB(p(n)) = 2 ( g(n) )2. (4)

gr~(n) \

Since c(n)/g(n) -- oo, the right-hand side of the above converges to zero as technology evolves. Because PB is

one-to-one and PB(x) --- 0 as x -- 0, (4) implies that p(n) --- 0. Note that individual connection throughputs

become unbounded, even though p -- 0.

We can make a number of observations on this model. First, we've made no assumptions on the explicit

dependence of c(n) and g(n) on n, other than c(n)/g(n) -- oo. One possible realization is c(n) -> co and

g(n) constant, corresponding to the scenario found in the science community where higher bandwidth devices are

desired for data-intensive applications.

One possible solution to this link under-utilization problem may be to increase the router buffer size. Suppose

our goal is to maintain a constant link utilization p, independent of the technology generation n. By approximating

the bottleneck packet loss probability function PB (p) in equation (1) by PB (p) "-• pB and substituting into (4) gives

B + 2 = logo2 g(n) 2
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Under a fixed round trip time and constant link utilization, c(n)/g(n) is proportional to W. Thus to maintain

constant non zero link utilization, the buffer size B should be on the order of log W. This is consistent with [10],

however, our evolution model further implies that buffer sizes must grow as technology evolves.

The key factor behind TCP's under-utilization problem is that evolutionary increases in TCP throughput requires

the corresponding evolutionary loss probability to go to zero. This follows immediately from (2) and, as we have

shown, p -- 0 at a constant-sized buffer necessarily implies that p --+ 0. We will show that this problem also plagues

the recently proposed high performance versions of TCP: HSTCP [11], STCP [18] and BIC [29]. This observation

leads to a new congestion control algorithm which we will discuss in the next section. Our development of the

evolutionary model closely follows that of Raina and Wischik in [26]. There they considered the situation where

g(n) is proportional to c(n), in which case the link utilization p(n) converges to a value greater than zero.

III. CONGESTION CONTROL

In this section we present a congestion control algorithm that prevents the link utilization from going to zero as

technologies and workloads evolve. Our goal is to maintain a high link utilization in an evolving network where the

router buffers are set to a fixed size. The basic idea is to design a congestion control algorithm that does not require

the loss probability to go to zero as throughput increases. In particular, we introduce a congestion controller that,

under heavy loads, forces the connection to operate at an equilibrium where the packet loss probability p satisfies

p > P0 where Po is a constant chosen to be greater than zero. The controller is characterized by a throughput-loss

equation where the throughput increases to oo as the loss probability p decreases to Po. As it comes from our

evolutionary network model, we name the congestion controller E-TCP.

A. E-TCP congestion control

One option in developing the controller is to have it behave similar to current TCP. Such a controller would then

have the following steady state window-loss tradeoff curve, which is a variant of the TCP throughput formula (2)

W* ý2 '
_P -

where W* and p are equilibrium values and Po > 0 is the predefined packet loss probability. Instead, we opt for a

controller that more closely resembles STCP, namely

w* 2 (5)
P- P0'

The above equations show that the steady-state packet loss probability p will always be larger than po, and that

as the bottleneck link capacity increases to infinity, p* decreases to Po in both cases. The reason for choosing the

latter is that STCP exhibits a more stable behavior at steady state [18], which is carried over to the new controller.
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The equilibrium in (5) is achieved by using a generalized AIMD protocol with general increment and decrement

that are functions of the congestion window size W, namely i(W) and d(W). On receiving a successful acknowl-

edgement, the congestion window is increased by i(W) and on receiving a packet loss indication, the congestion

window is decreased by d(W). The behavior of such an algorithm is described by

dW W W
dW = i(w) - d(W) -p (6)

and at equilibrium,

i(W*)/d(W*) = p.

Combining the above with (5) gives

i(W)/d(W) = (2 + poW)/W. (7)

With

i(W) = 1/b, (8)

for some parameter b > 0, then leads to

d(W) = W/(b(2 + poW)). (9)

The form of i(W) comes from Vinnicombe's work [28], where stability results concerning TCP-like congestion

control algorithms are obtained.

Setting po: Now let's set the parameter po. First it is important to understand that if a link is lightly utilized

(is not the bottleneck for any session), then its loss probability Will be zero. Losses only occur at congested links.

Hence, P0 should be selected while keeping in mind that the loss probability is bounded from below by Po only in

overload conditions. It seems reasonable then to choose P0 on the order of 0.01 or 0.001. Loss probabilities in this

range can easily be dealt with through either retransmission, as in TCP, or through simple forward error correction

codes such as [22].

Suppose that we can model a congested link as an M/M/1/B queue. In this case, the packet loss probability

as a function of the workload p is given by

PB(P) 1 -PB+lP

When B is set to 20, a link utilization of 90% implies a packet loss probability of

1-ppf+lp = 0.01.

Henceforth, we set p0 in E-TCP to 0.01 in the expectation of maintaining a bottleneck link utilization of 90%.
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Setting b: The last parameter to set is b. While P0 affects the target link utilization of E-TCP, b has an impact

on its stability behavior. Vinnicombe [28] has shown that, in the limiting region where queuing delays and queue

emptying times are small in relation to propagation delays, a sufficient stability condition is to set b larger than the

queue buffer size B. Note that this is true in our case where we are concerned with the case of large capacities

and constant size buffers. Since we are considering a fixed buffer size B = 20, b is then set to 25 in our work.

Therefore the E-TCP congestion control algorithm adjusts the congestion window W such that with every

successful acknowledgement

W <-- W + 1/25,

and with every packet loss event

W ,- W - W/(25 x (2 + 0.01W)).

The algorithm converges to an equilibrium with steady-state congestion window

2W*-=

P - 0 .0 1

As summary, Figure 1 illustrates our key idea in designing the E-TCP congestion controller. The figure graphs both

TCP and E-TCP's link utilization as throughput increases. It assumes that the packet size is 1000 byte, the round

trip time is fixed at 100ms, and the queue loss probability follows that of an M/M/1/B queue where B = 20.

Observe that TCP's link utilization quickly drops under 50% as its throughput increases. Whereas for E-TCP, as

its throughput increases, the link utilization converges to 88%, close to the link utilization of an M/M/1/B queue

with B = 20 and a packet loss probability of 0.01.

Discussion: Before introducing the congestion signaling mechanism in E-TCP, let's first discuss some of the

implications on the protocol design brought on by the new congestion control algorithm. Let N denote the number

of packet losses incurred by the controller during a round trip time. The expectation of N satisfies the following

inequality when the connection passes through a congested link,

E[N] > poW*.

In particular, it is important to note that E[N] -+ oo as W* -* cc. This presents challenges in the design of

congestion-signaling and loss-recovery for applications requiring reliable data delivery. First, whereas current TCP

can react to only one loss event per round trip time, our new controller is required to react to every loss event.

Second, whereas current TCP can only recover a bounded number of losses per round trip time, any reliability

mechanism coupled to E-TCP must handle an unbounded number of losses per round trip time. We will address

the congestion-signaling issue in the next subsection and the reliability issue in the next section.
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Fig. 1. TCP's link utilization quickly drops under 50% as its throughput increases. Whereas for E-TCP, as its throughput increases,
the link utilization converges to 88%.

B. Congestion signaling

The congestion-signaling mechanism in E-TCP is based on a selective acknowledgement technique. An E-TCP

sender maintains two sequence numbers: congestion control sequence number (cc~seq) and congestion control

acknowledged number (cc-ack). These are sequence numbers that label packets and help infer packet losses. At the

start of a connection, cc-seq is set to 0 and cc-ack is set to -1. cc-seq is the unique sequence number of the data

packet to be sent. Each time a data packet is sent, the current value of cc-seq is carried by the packet header and

cc-seq is then increased by one.

Whenever the receiver receives a data packet, it generates an acknowledgment packet. The acknowledgement

packet contains the following two fields:

* Highest sequence number (h-seq), this is the highest sequence number the receiver has ever received; and

e Bitmap, this is a 32 bit bitmap corresponding to sequence numbers from h-seq-1 to h-seq-32.

If a sequence number is received, the corresponding bit is set to 1, otherwise the bit is set to 0 to indicate a loss. The

purpose of the Bitmap is to provide redundancy in case the acknowledgement packets get lost in the reverse path. If
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if (cc-ack < h-seq)

mask = OxOl; H bitmap mask
while (cc-ack+1 < h-seq - 32)

// seq. in the gap are treated as lost
slowdowno;
cc.ack ++;

if (h-seq - cc-ack > 2)

mask = mask << (h-seq - cc-ack - 2);

while (cc-ack < h-seq)

if (mask & bitmap 11 cc-ack == h-seq-1)

opencwndO;

else

if (h-seq > cc-ack + 3) slowdowno;
else break;

mask = mask >> 1;
cc-ack++;

Fig. 2. Pseudo code for congestion signaling process in an E-TCP sender

we assume that both forward and reverse paths have an independent Bernoulli packet loss probability of less than

0.05, and that no reordering is happening, the probability that a received sequence number is not acknowledged at

the sender can be reduced to less than 10-33 by the 32 bit bitmap.

The congestion control acknowledged number (cciack) at the sender ensures that the congestion controller

will respond to each sequence number once and only once. It records the highest h-seq that the congestion

controller has responded to. If the sender receives an acknowledgement packet with h-seq smaller than cc.ack,

the acknowledgement packet is discarded. Otherwise, the congestion controller responds to each sequence number

between cc-ack and h-seq. If there are serious packet losses in either the forward path or the reverse path, the

sequence of the next un-responded sequence number cc-ack+1 may be less than h-seq-32, where 32 is the length

of the bitmap. In this case, all the sequence numbers in the gap are treated as lost. And in order to handle packet

reordering in the networks, the congestion controller would not respond to a missing sequence number s until it

receives a h-seq larger than s + 2. In case h-seq is less than s + 2, the sender will set cc-ack to s - 1 and wait for

the next acknowledgement packet to continue the signaling process. This signaling process is best described using

the pseudo code in Figure 2.

Note that in the congestion signaling mechanism, the sequence numbers are labels of the packets and are for the

purpose of congestion control only. E-TCP works for both unreliable transmission and reliable transmission, and

the receiver needs to send acknowledgments to the sender in both cases. In particular, E-TCP's congestion control

algorithm does not exhibit sharp rate changes, which may make it suitable for applications like streaming that don't

require reliability but do require a smooth sending rate. On the other hand, any reliable transmission mechanism
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that builds upon E-TCP should have its own data labeling and lost inference mechanism, and the functions ensuring

reliability should be decoupled from the congestion control behavior.

C. Packet pacing

The E-TCP congestion controller inherits the concept of a "congestion window". However, the congestion window

is for the purpose of estimating the delay bandwidth product only, and E-TCP is no longer a window-based protocol,

but a rate-based congestion control protocol.

In an E-TCP congestion controller, the time interval between any two consecutively sent data packets is governed

by a rate-control timer. Every time the timer goes off, a packet is sent and the timer is reset. The interval of the

rate-control timer is set according to an exponential distribution with its mean d/W.

The adoption of exponential pacing is motivated by fairness considerations amongst a small number of connections

sharing a bottleneck. In this case, if the timer interval is set directly to d/W, it can lead to different loss

probabilities experienced by different senders. Therefore, different senders could have different sending rate, which

causes unfairness. Exponential pacing avoids this problem as the resulting packet process at a bottleneck link is

approximately Poisson. Exponential pacing does not affect the throughput of the congestion controller, which we

will demonstrate in our experimental results.

IV. RELIABILITY

In this section, we present a reliable data transmission mechanism that can be coupled with E-TCP. The purpose

of building a reliable data transmission mechanism in this work is threefold. First, we show that with a simple

packet retransmission technique, lost packets in an E-TCP connection can be recovered effectively. Second, we

demonstrate that the reliable data transmission mechanism is completely decoupled from the congestion control

behavior of E-TCP. And last, this provides a fair base when comparing with other existing congestion control

protocols that provide reliability.

As we have seen, in an E-TCP connection, the expected number of packet losses during a round trip time, E[N],

satisfies

E[N] Ž poW*,

where W* is the steady state congestion window. As W* grows to infinity, E[N] goes to infinity as well. This

represents a scenario where the reliability mechanism currently employed in TCP cannot perform well. TCP

performs packet retransmission on receiving three duplicate acknowledgements or partial acknowledgements. As a

consequence, it retransmits one packet per round trip time. Even if selective acknowledgement (SACK) [23][13][5]

is used, TCP still faces the fact that lost retransmitted packets have to wait for timeouts in order to be retransmitted
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again. This will be problematic if applied in a reliable E-TCP connection. As the expected number of packet losses

goes to infinity, the expected number of lost retransmitted packets would also go to infinity.

Our reliable transmission mechanism employs an extension of the selective acknowledgement technique. First,

the data are labeled with increasing sequence numbers, and each packet header carries the sequence numbers of

the data in the packet. The receiver maintains a receiving buffer where data arrived out of order are stored. On the

arrival of a data packet, the receiver generates an acknowledgement packet and returns it to the sender. In this case,

in addition to the acknowledgements required by the congestion control mechanism, the acknowledgement packet

includes the following three extra fields:

"* Cumulative acknowledgement (CACK), this is the highest sequence number of the data that the receiver has

ever received in order;

"* Triggering sequence number (TSN), this is the largest sequence number of the data in the packet that triggered

the acknowledgement; and

"* Left edge of TSN's block (LE), this is the smallest sequence number such that the sequence numbers from LE

to TSN have all been received by the receiver.

The sender keeps a retransmission queue that contains the data that have been sent out but haven't been

acknowledged. The retransmission queue is divided into segments according to the number of times the data

in each segment have been retransmitted. On the arrival of an acknowledgement packet, the sender first updates

the retransmission queue with the acknowledgements in the packet. Then it infers packet losses according to the

triggering sequence number (TSN) and its position in the retransmission queue. As the retransmission queue is

divided into segments that retain the data retransmission information, lost retransmitted packets can be inferred

in this way. The data inferred as lost are then retransmitted, and the retransmission queue segments are updated

accordingly. A retransmission timer is also maintained for the smallest sequence number in the retransmission

queue. Whenever the timer goes off, the data with the smallest sequence number in the retransmission queue are

retransmitted and the timer is reset to the estimated round trip time.

The reliable transmission mechanism effectively recovers packet losses that occur in an E-TCP connection. In

our experimental results, comparisons between E-TCP and other variants of TCP are based on the goodput seen at

the application layer, which makes the comparison fair.

In this reliability mechanism, the set of sequence numbers labeling the data is independent of the congestion

control sequence numbers that label the packets. In addition, the sending times of all data packets, including

the retransmitted packets, are governed by the congestion control mechanism. As a consequence, the reliability

mechanism operates completely independent of the congestion control algorithm.
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V. IMPLEMENTATION

We have implemented the E-TCP protocol in the packet level network simulator ns-2 [2]. The implementation

integrates the congestion control algorithm described in Section III and the reliability mechanism described in

Section IV. It also incorporates practical functions such as slow start and round trip time estimation. Each E-TCP

connection consists of two end host agents: an E-TCP sender and an E-TCP receiver. Both the sender and the

receiver are transportation layer agents that lie between the application layer and the link layer. Figure 3 shows the

structure of the E-TCP sender and the E-TCP receiver in ns-2.

A. E-TCP sender

The E-TCP sender consists of a packet transmission module, a congestion control module, and a reliable

transmission module when reliable data delivery is required.

Packet transmission module: The packet transmission module schedules the sending time of all data packets sent

from an E-TCP sender, including the retransmitted packets in case reliable data delivery is required. It maintains

a rate-control timer that controls the sending interval between two consecutively sent packets. The interval lengths

are set according to an exponential distribution with mean TrIW. -r, is the estimated round trip time and W is

the current congestion window, both of which are provided by the congestion control module. Whenever the timer

goes off, a packet is sent and the timer is reset. In the current operating systems, there is often a minimum timer

granularity. How to implement the timer in real operating systems in a high bandwidth network is an issue out of

the scope of this paper.

Congestion control module: The congestion control module determines the current sending rate of E-TCP by

estimating the round trip time -r and determining the congestion window W. The estimation of the round trip time

12



inherits the algorithm used in TCP, which is an exponential weighted moving average (EWMA) of the sampled

round trip times. Also similar to TCP, the adjustment to the congestion window in E-TCP has two phases: the slow

start phase and the congestion avoidance phase.

The slow start phase is to accelerate the congestion window to the equilibrium state just after the connection

establishes. During slow start, every successful acknowledgement increases the congestion window by 1. On

detecting the first packet loss, E-TCP halves its congestion window. In the case that a single E-TCP connection

goes through the path, this brings the congestion window to the delay bandwidth product of the path. Slow start

is usually followed by many packet losses due to its excessive window increment and the congestion controller

should not respond to all of them. Therefore, let s be the highest sequence number the sender has ever sent at

the time of detecting the first packet loss, E-TCP then keeps the congestion window unchanged until it receives

acknowledgement packets triggered by packets with sequence numbers larger than s. After this, E-TCP enters the

congestion avoidance phase, where the congestion window is adjusted using the algorithm defined in Section III.

Reliable transmission module: The reliable transmission module implements the reliable data transmission

mechanism described in Section IV. All the retransmitted packets generated by the reliable transmission module

are passed to the packet transmission module, where they are first buffered and then sent out in a rate governed by

the congestion control module. The reliable transmission module is used only when reliability is required.

B. E-TCP receiver

The E-TCP receiver consists of a congestion control acknowledgement module and a reliability module when

reliable data delivery is required.

Congestion control acknowledgement module: The congestion control acknowledgement module generates ac-

knowledgement packets for the purpose of congestion control. Since it needs to fill the 32 bit bitmap field in the

acknowledgement packet, a fixed size buffer is maintained correspondingly.

If reliable data delivery is required, both the arrived packet and the acknowledgement packet are passed to the

reliability module. Otherwise, the congestion control acknowledgement module just passes the arrived packet to

the application and returns the acknowledgement packet to the sender.

Reliability module: The reliability module maintains a receiving buffer where data arriving out of order are stored.

On receiving data packets and acknowledgement packets from the congestion control acknowledgement module, it

passes data that have arrived in order to the application, and incorporates data acknowledgements defined in Section

IV in the acknowledgement packets before they are returned to the sender.

13
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VI. EXPERIMENTAL RESULTS

We have performed numerous experiments to study the behavior and performance of E-TCP. In this section, we

present a subset of the experimental results to demonstrate the properties of E-TCP and its performance in small

buffer high bandwidth networks. Our experiments emphasize the following three conclusions:

"• E-TCP maintains high utilization of the link bandwidth and outperforms other protocols when the delay

bandwidth product is large. In all our experiments, E-TCP maintains almost constant high link utilization

independent of the increasing bottleneck bandwidth.

"* E-TCP is stable. E-TCP reaches the predefined equilibrium states and exhibits stable behaviors in all the

network settings carried out in our experiments.

"• E-TCP preserves fairness among multiple connections. Multiple E-TCP connections sharing a bottleneck link

will converge to a fair state. The convergence rate depends on the network bandwidth and the round trip delay.

We also present experimental results where E-TCP's performance is studied under various network settings such

as multiple bottlenecks, lossy reverse paths, and finite flows. In all these experiments, E-TCP exhibits nice and

stable behavior.

A. Experiment setup

The experiments are performed using the packet level network simulator ns-2 extended with the E-TCP module

as described in Section V.

Most of the experiments use the dumbbell topology shown in Figure 4. There is a single bottleneck link in

the topology. The buffer at the bottleneck link is set to 20 in unit of packets and a drop-tail queue management

scheme is applied. Each source or sink connects to the bottleneck link through a unique edge link. The edge links

are assigned a bandwidth of 100Gbps, a propagation delay of 5ms and a queue size of 1000 packets. Unless

specified otherwise, the reader should assume the above topology and parameter settings. Our experiments cover

the bottleneck link capacities ranging from 100kbps to 5Gbps, and the round trip propagation delay ranging from

50ms to 200ms.

We pick the following variants of TCP and study their performance in a small buffer environment as a comparison:

* TCP NewReno: We use the default TCP NewReno implementation in ns-2.
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"* HSTCP: HSTCP has been implemented in ns-2. We use TCP/SACK1 and set TCP windowOption_ to 8.

The modified slow-start is also used by setting max-ssthresh- to 100.

"• STCP: We use an implementation of STCP obtained from North Carolina State University [1]. In the experi-

ments, we set TCP max-ssthresh_ to 100.

"* FAST: We use an implementation of FAST from the CUBIN laboratory (CUBINlab) [9]. According to the

author's recommendation, we set a to 1000 so that a/C is at least 5 times greater than mi-threshold. Here,

C is the delay bandwidth product and mi-threshold_ is set to 0.00075, the default value given by the author.

"* TCP NewReno with packet pacing: By using packet pacing, we make sure that the minimum time interval

between two consecutively outgoing packets is larger than the estimated round trip time divided by the current

congestion window size. Otherwise, a corresponding delay is added between the sending times of the two

packets.

In all the experiments, we set the TCP window limit to be 10,000,000, which is significantly larger than the

delay bandwidth product of any path in the experiments. All E-TCP connections presented in this section provide

reliable data delivery.

B. Single connection single bottleneck

This set of experiments simulates cases where there is one single E-TCP connection going through the bottleneck

link. The experiments use the dumbbell topology described in the previous subsection. We vary the bottleneck link

bandwidth from 100kbps to 5Gbps and set the round trip propagation delay to 50ms, 100ms, and 200ms. Each

experiment simulates a duration of 300 seconds.

System dynamics: We first look at the system dynamics in one of the experiments. In this experiment, the

bottleneck bandwidth is set to 1Gbps and the round trip propagation delay 100ms. As the the data packet size

in the experiment is 1040 bytes, this gives a delay bandwidth product of 12020 packets. From Section III, we

would then expect that the congestion window stabilizes around 12020 and the bottleneck loss rate stabilizes at

p = Po + 2 z 0.0102, which is a little above the target loss rate P0 = 0.01. Figure 5 graphs the sample path of

the congestion window, the bottleneck queue length and the bottleneck link loss rate averaged over every lOres. In

Figure 5 (c), we also plot the cumulative packet loss rate which is the ratio of the cumulative lost packets divided

by the cumulative incoming packets at the bottleneck link. The figure is exactly what we expected: The congestion

window of E-TCP stabilizes at an equilibrium close to 12020 and the bottleneck packet loss rate a little above the

target loss rate P0 = 0.01.

Link utilization: Now we study E-TCP's link utilization under these experimental settings. As a comparison,

we perform the same experiments on five other types of TCPs: TCP NewReno, HSTCP, STCP, FAST, and TCP
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above the target loss rate po = 0.01.

16



NewReno with packet pacing. We also perform simulations of E-TCP without exponential pacing, in which case

the rate-control timer interval is set to "rr/W, where -r, is the estimated round trip time and W is the congestion

window. Figure 6 shows the link utilization of different protocols with increasing bottleneck capacities when the

round trip propagation delay is set to 50ms, lOOms and 200ms respectively. In the figure, the link utilization is

calculated as the ratio of the goodput seen at the receiver application over the bottleneck link bandwidth. We also

calculate the link utilization based on bottleneck throughput and obtain similar results. The figure demonstrates

that E-TCP maintains high link utilization as the bottleneck bandwidth increases while the link utilizations of other

protocols decrease. Note that the exponential pacing does not have any obvious effect on the throughput of the

E-TCP controller.

C. Multiple connections single bottleneck

In this subsection, we simulate cases where there are multiple connections going through a single bottleneck link.

The experiments use the dumbbell topology. The bottleneck link bandwidth is set to 1Gbps, 2.5Gbps, and 5Gbps,

and the round trip propagation delay is set to 50ms, lOOms, and 200ms. We show the experimental results when

the number of connections is set to 50. In each experiment, the start-up times of all the flows distribute uniformly

in the first 100ms of the simulation.

System dynamics: We first look at the system dynamics in the experiment where the bottleneck link bandwidth is

set to 1Gbps and the round trip propagation delay is set to lOOms. Under this setting, the average delay bandwidth

product for each connection is approximately 240 packets and we would expect the loss rate at the bottleneck link

to be p = p0 + 1 ; 0.018. Figure 7 graphs the sample paths of the congestion windows of three randomly selected

E-TCP connections, the average bottleneck queue size, and the bottleneck loss rate. In Figure 7 (c), we also plot the

cumulative packet loss rate. Again, the figure is what we expected: E-TCP remains stable in the case of multiple

connections. The congestion window of each connection stabilizes at 240 and the packet loss rate at 0.018.

Link utilization: Figure 8 presents the link utilization of different protocols in the experiments. The results we

present are obtained from high bandwidth networks where the bottleneck bandwidth is set to 2.5Gbps and 5Gbps,

and the round trip propagation delay is set to 50ms, 100ms and 200ms. The X axis indicates different experimental

settings and the Y axis indicates the link utilization. It again demonstrates that, in case of multiple connections

sharing a bottleneck link, E-TCP obtains higher link utilization than the other protocols in all the settings.

Fairness: We studied the fairness among all E-TCP connections when 50 E-TCP connections are sharing a

bottleneck link with the bandwidth varying from 1Gbps to 5Gbps and round trip propagation delay vary from

50ms to 200ms. We take the goodput of each connection and study the fairness among connections by calculating
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Jain's fairness index [15], which is defined as

J(9) n
n 2"

S= (x1 ,..., xn) is the vector of the connections' throughput and n is the number of connections. An index value of

1 implies perfect fairness. Our results illustrate that E-TCP has good fairness properties. Figure 9 demonstrates two

experimental results we obtain. The upper figures demonstrate the case when the bottleneck is set to 1Gbps and the

round trip propagation delay 50ms; and the lower figures demonstrate the case when the bottleneck is set to 5Gbps

and the round trip propagation delay 200ms. Each set of the figures consists of two parts. The left part shows Jain's

fairness indexes during the simulation. Each fairness index is calculated using the E-TCP connections throughput

over the past 1 second. The right part shows the throughput dynamics of three randomly selected connections.

First, we observe that in both cases, E-TCP converges to a fair state among all the connections. We also observe

that as the bottleneck bandwidth and the round trip propagation delay increases, the convergence time to the fair

state becomes longer. This is determined in part by the per packet response nature of end-to-end congestion control

protocols.

D. Heterogeneous R7Ts

Now we look at a situation similar to the previous set of experiments, but with each connection assigned a

different round trip propagation delay. We set the bottleneck bandwidth to 500Mbps. 50 E-TCP connections are

going through the bottleneck and they have different round trip propagation delays ranging from 50ms to 295ms

(RTTi+l = RTTi + 5ms). Figure 10 graphs the sample paths of the congestion windows of three selected E-TCP

connections, the average bottleneck queue size, and the bottleneck loss rate. The round trip propagation delay of

the three selected connections are 50ms, lOOms and 200ms respectively. The experimental results illustrate that
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Fig. 9. E-TCP converges to a fair state among all the connections. And as the bottleneck bandwidth and the round trip propagation
delay increases, the convergence time to the fair state becomes longer, which is determined in part by the per packet response
nature of end-to-end congestion control protocols.

E-TCP connections with different round trip times maintain the system in a stable state. The congestion windows

of all connections converge to the same size, which is determined by the packet loss probability of the bottleneck

link. Here, the link utilization calculated according to the sum of the goodput obtained at the receiver applications

is 94.7%. Note that fairness between connections with different round trip times is not our design goal for E-TCP

and currently there is no consensus about the desirability of this goal [12].

E. Response to new connections

In this set of experiments, we study the responsiveness and fairness of E-TCP in a dynamic environment where

new E-TCP connections start up and compete with the existing E-TCP connections. We use the dumbbell topology

shown in Figure 4. The bottleneck link bandwidth is set to 10Mbps, 100Mbps and 1Gbps and the round trip

propagation delay is set to 50ms and l00ms. In each experiment, three E-TCP connections are set to go through

Sthe bottleneck. Each connection starts and stops at different times. The first connection starts at time Os and stops

at time 300s, the second starts at time 60s and stops at time 240s, and the third starts at time 120s and stops at

time 180s. The whole duration of the simulation is set to 300 seconds.

Figure 11 shows the results of the experiments when the round trip propagation delay is set to 50ms and Figure

12 shows the results of the experiments when the round trip propagation delay is set to lO0ms. These figures

illustrate that in a dynamic environment, when new E-TCP connections start up, existing E-TCP connections would

response by decreasing its throughput and converge to an equilibrium where fairness is preserved. Here, the different

throughput of different connections in the 1Gbps settings is caused by the small number of connections in the system
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Fig. 10. E-TCP connections with different round trip times maintain the system in a stable state and the congestion windows of
all connections converge to the same size, which is determined by the packet loss probability of the bottleneck link.
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Fig. 11. E-TCP responses to newly created connections and converges to an equilibrium where fairness is preserved. This figure
shows the experimental results when the round trip propagation delay is set to 50ms.

and the lack of randomness in a purely simulated environment. However, if the simulation runs long enough, the

competing connections will finally have fair throughput. In addition, we observe again that as the delay bandwidth

product increases, it needs more time to converge to the fair state.

E Multiple bottlenecks

Now we explore the performance of E-TCP in a multiple bottleneck environment. Figure 13 describes the

network topology used in this experiment where there are 5 bottleneck links and 8 E-TCP connections. The first 3
connections are labeled. Connection I goes through five bottlenecks, connection 2 goes through three bottlenecks,

and connection 3 and other connections go through one bottleneck each. Each of the bottleneck link has a bandwidth

of 600Mbps and a propagation delay of 20ms.

We run the experiment for 300 seconds. Figure 14 demonstrates some of the results obtained from the experiments.
Figure 14 (a) graphs the evolution of the congestion window for E-TCP connection 1 and 2. Figure 14 (b) graphs

the averaged queue dynamics of the second bottleneck link from the left. Figure 14 (c) graphs the packet loss rate

of the same queue. We also depict the cumulative packet loss rate in Figure 14 (c). These figures illustrate that
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when E-TCP connections go through multiple bottlenecks, they can still get to a stable state. This is confirmed by

both the dynamics of the congestion windows and the cumulative packet loss rate.

G. Two way traffic

In this set of experiments, we again use the dumbbell topology as shown in Figure 4. Unlike previous experiments

where all connections go in the same direction, in this experiment, we have connections that go in both directions. In

this setting, for any connection, its data packets share the forward bottleneck queue with acknowledgement packets

of other connections, and its acknowledgement packets share the reverse bottleneck queue with data packets of

other connections. In each experiment, we have 25 connections transmitting data from the "R" nodes on the right

to the "S" nodes on the left. Then we set another M connections transmitting data from the "S" nodes to the

"R" nodes. M is set to 1, 25, and 50. We keep the round trip propagation time at 50ms and vary the bottleneck

bandwidth from 50Mbps to 1Gbps. We then study the goodput of the M connections from the "S" nodes to the

"R" nodes. For comparison, we perform the same experiments on E-TCP, TCP NewReno and TCP NewReno with

packet pacing.

Figure 15 demonstrates the link utilization under different bottleneck capacities for E-TCP and TCP NewReno

with packet pacing when M = 1, 25, and 50. As the performance of TCP NewReno drops quickly to less than 30%

utilization with increasing bottleneck bandwidth, we omit its curves for the clarification of the figure. Here the link

utilization is calculated using the total goodput of the connections compared with the bottleneck link bandwidth.

In this two way traffic setting, the throughput of all protocols shows a decrease compared with one way traffic

settings. However, this impact on E-TCP is the smallest. When M = 1, the single E-TCP connection maintains

80% link utilization. When M = 25 or M = 50, the throughput of forward E-TCP connections increases to more

than 90% of the bottleneck link bandwidth.

H. E-TCP for finite flows

In order to evaluate the performance of E-TCP when transferring short-live flows, we use an empirical web

traffic model introduced in [27]. Specifically, we use ns-2 simulator to simulate a inter-connection peering link

between two networks. As in [19], we use web-like traffic going through this link from sources on the one side

to destinations on the other side. For completeness, we give a short description of the experiment setting in the

following.

The original traffic model is used to describe the traffic characteristics when users browse web pages. It contains

a number of empirical distributions describing HITP workload. In this model, a user has two states, thinking or

requesting a web page. The thinking time follows some empirical distribution. When a user is requesting a web

page, this request for the primary page is made to the server on the other side of the link. Each primary page has
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Fig. 14. When E-TCP connections go through multiple bottlenecks, they can still get to a stable state.
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M = 25 or M = 50, the throughput of forward E-TCP connections increases to more than 90% of the bottleneck link bandwidth.

several embedded references to a number of objects; this number is sampled from some empirical distribution. The

size of the primary page and all other objects follow several different empirical distributions. In addition, fifteen

percent of all new connections are randomly selected as persistent connections. The number of consecutive page

requests also follows some empirical distribution. A server responds to the requests by a client by sending back

responses of random sizes (sampled from a empirical response size distribution). In our simulations, the propagation

delay in milliseconds of each flow is sampled from a discrete uniform distribution in [10, 150], which is used to

approximate a typical range of Internet round-trip times within the continental U.S.[19].

In each simulation, we keep the number of simulated users constant. We run simulations for three different

numbers of users (500, 1000, and 1500), and two different links (0C-3 with 155Mbps and 0C-12 with 622Mbps).

Figure 16 presents the flow or object size distribution. We observe that when there are 1500 users, this flow size

distribution leads to about 98% utilization on a 10Mbps link. In order to achieve a comparable link utilization on

OC-3 and 0C-12 which have capacities of 155Mbps and 622Mbps respectively, in our simulations, we multiply

the flow sizes sampled from this distribution by some numbers. Specifically, for 0C-3, we increase the flow sizes

by a factor of 15, and for 0C-12, we increase the flow sizes by factors of 60 and 120. Note that, we do not model

future HTTP workloads by doing this multiplication, but instead expect this to approximately model future growing

TCP workloads.

Some of the simulation results are shown in Figure 17. We see that for finite size flows, E-TCP exhibits superior

performance to TCP Newreno and TCP Newreno with pacing. When there are 1000 users and the link is OC-12

and flow size increase factor is 60, the throughput of E-TCP is 18% and 9% higher than the throughputs of TCP

Newreno and TCP Newreno with pacing respectively. If we further increase the flow size by a factor of 120, the

throughput of E-TCP is 41% and 37% higher than the throughputs of TCP Newreno and TCP Newreno with pacing
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Fig. 16. Complementary cumulative distribution of sizes of HTTP responses. For simulations with 00-3 link and 00-12 link, we

multiply these object sizes by some factors.

respectively. In addition, when there are 150Q users and the link is 0C-12 and the flow size increase factor is 60,

the throughput increases of E-TCP are more than 20% when compared with TCP Newreno and TCP Newreno with

pacing. We also note that when the link is 00-3 with 155Mbps and when there 1500 users and flow size increase

is fifteenfold, E-TCP improves over two other variants of TCP by more than 10%. For all other simulations of finite

flow size, E-TCP also shows significantly improvement over other variants of TCP. Since E-TCP exhibits much

higher throughput than other variants of TCP, the expected finish time for finite-sized flows when using E-TCP is

shorter than those of other variants of TCP. This implies that E-TCP also improves user-perceived performance by

decreasing the response time of HTTP requests.

VII. A RATE-BASED E-TCP VARIANT

In this section, we consider a variant of E-TCP where the congestion control algorithm operates directly on the

sending rate of E-TCP. We will first describe the rate based algorithm. We then compares the pros and cons of

using a window based E-TCP congestion controller versus those of using a rate based E-TCP congestion controller.
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Fig. 17. Comparison of throughputs of E-TCP, TCP Newreno, and TCP Newreno with pacing. Experiment setting is represented
as "link bandwith in Mbps / number of users / flow size increase factor". For example, "622/1500/120" indicates that the bottleneck

link is OC-12 with capacity of 622Mbps, and there are 1500 users, and sizes of flows are 120 times of those numbers sampled from

the distribution in Figure 16.

We show that with the rate based congestion control mechanism, E-TCP becomes RTT-friendly. We will give a set

of experimental results that studies the performance of the rate based E-TCP congestion controller at the end of

this section.

A. Rate based E-TCP congestion control

The rate based E-TCP congestion controller is designed under the same principle as that of the window based

E-TCP. It makes sure that the system will converge to an equilibrium where the bottleneck packet loss rate is larger

than some predefined threshold p0.

Let x be the current sending rate of a rate based E-TCP connection and -r the estimated round trip time. In the

rate based congestion control mechanism, with every successful acknowledgement

X +- + 1/(br,),

29



and with every packet loss event

x <- x - x/((b-r)(2 + pox)).

Therefore, the behavior of the algorithm is approximated by

dx 1 x

dt - bx -bTr(2 +pox)xp' (10)

and we have at the equilibrium

2P - PO

The stability of this dynamic system is covered in Vinnicombe's work [28]. With the same argument as that in

the window based E-TCP controller, we set b to 25 and P0 to 0.01, assuming that the router buffer size to be 20

packets. Observe that the sending rate now depends only on the packet loss rate, which implies that flows going

through the same bottleneck will have the same throughput regardless of their round trip times. Therefore, the rate

based E-TCP congestion control mechanism is RTT-friendly.

B. Window control vs. rate control

Now we arrive at two congestion control mechanisms: window based E-TCP and rate based E-TCP. We now

compare the two approaches from two aspects: the rate dynamics and the equilibrium state.

In the window based E-TCP congestion control, the window dynamics is approximated by

dW 1W W W

dt b -r b(2 + poW) -r,

Since the packets are sent out paced using the estimated round trip time, the sending rate is defined as

x W/Tr.

By replacing W with x-r, and rearranging the equation, there is

dx 1 x

dt b-,x b(2 + po-rx)xp"

On the other hand, in the rate based E-TCP congestion controller, the rate dynamics is approximated by

dx 1 x

dt -bTrrx b'rr(2 +pox)xp.

From the aspect of rate dynamics, the estimated round trip time affects the incremental factor, or the gain, in both

cases. If the round trip time is overestimated, the gain will be smaller than the stability criteria defined in [28].

This keeps the networks in a stable setting. If the round trip time is underestimated, we might violate the stability

criteria using a larger gain and observe oscillation in the traffic. Therefore, in both cases, overestimating the round

30



trip time is a safer approach to maintain the system stability.

The window based E-TCP has the sending rate at the equilibrium as

S= 2
Tr(P - P0)'

and the rate based E-TCP has the sending rate at the equilibrium as

2X* = 2-

P - P0"

If we assume that the bottleneck router has a capacity of C, a buffer size of B, and the packet loss probability

satisfying
x Bp= (X)

where x is the traffic load, we have for the window based E-TCP case

(X*)B+l 2CB__ -x*po Tr-

CB

While for the rate based E-TCP case under the same assumption, we have

(X*)B+I - = 2.
CB

Comparing the above two equations, the window based E-TCP offers a higher sending rate in cases when the round

trip time -rr < 1, while the rate based E-TCP offers a higher sending rate in cases when the round trip time rr > 1.

However, this difference would be negligible when the bottleneck bandwidth is high enough. Also for the window

based scheme, overestimating the round trip time causes the window based E-TCP mechanism give a smaller rate,

which slightly decreases the link utilization. Overestimating the round trip time in the rate based scheme would

not change the sending rate at the equilibrium and maintain the link utilization. Besides, we have shown that the

rate based congestion control offers RTT-friendlyness.

In summary, we see that for both the window based E-TCP and the rate based E-TCP, overestimating the round

trip time is safer than underestimating it in terms of network stability. For a small bandwidth network, the window

based E-TCP congestion control is preferable in cases of small round trip times (less than 1 second), while the rate

based E-TCP congestion control is preferable in case of a long round trip time environment. In a high bandwidth

network, both the window based E-TCP and the rate based E-TCP will work fine. However, when RTT-friendlyness

is preferred, rate based E-TCP should be used.
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C. Experimental results

In this subsection, we are going to present some of the experimental results using the rate based E-TCP congestion

control mechanism. Through these experiments, we see that

"* The rate based E-TCP is RTT friendly and maintains the system stable in networks where different connections

have various round trip times;

"* the rate based E-TCP makes high utilization of the link bandwidth and maintains the system stable in networks

with a single bottleneck;

"* and the rate based E-TCP makes high utilization of the link bandwidth and maintains the system stable in

networks with multiple bottlenecks.

1) Heterogeneous RTT: We first redo the heterogeneous RTT experiments carried in section VI-D. All the settings

are the same as used before except that we are using the rate baed E-TCP controller in this experiment. Figure

18 graphs the sample paths of the sending rates of three selected E-TCP connections, the same as those in section

VI-D. The round trip propagation delay of the three selected connections are 50ms, lOOms and 200ms respectively.

The experimental results illustrate that the rate based E-TCP connections with different round trip times maintain

the system in a stable state. The sending rates of all connections converge to the same speed determined by the

packet loss probability of the bottleneck link. This demonstrates that the rate based E-TCP is RTT-friendly.

2) Single connection single bottleneck: Now we study the link utilization of the rate based E-TCP controller in

networks with a single bottleneck. We redo the set of single connection single bottleneck simulations performed in

Section VI-B. We use the single bottleneck topology described in Figure 4. We then vary the bottleneck bandwidth

as well as the round trip propagation delay.

As before, we first carry out a case study where the bottleneck bandwidth is set to 1Gbps and the round trip

propagation delay is set to lOOms. We expect the sending rate to be stable at 120200 packets per second and the

packet loss rate a little above 0.01. Figure 19 demonstrates the experimental results. We can see that the sending

rate of the rate based E-TCP stabilizes at an equilibrium close to 120200 packets per second and the bottleneck

packet loss rate a little above the target loss rate P0 = 0.01, which matches our expectation.

We study link utilization of the rate based E-TCP under different experimental settings with various bottleneck

bandwidth and round trip times. Figure 20 graphs the link utilization of rate based E-TCP congestion controller. It

also plots the link utilization of the window based E-TCP congestion controller. As we predicted, the link utilization

of rate based E-TCP congestion controller is smaller than the window based E-TCP congestion controller in small

bottleneck bandwidth networks. And we also see that as the network bandwidth increases, the rate based E-TCP

has similar link utilzation as that of the window based E-TCP.
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3) Multiple bottlenecks: We redo the multiple bottleneck experiment carried in Section VI-F under the same

topology described in Figure 13 and the same experimental settings. Figure 21 demonstrates the experimental

results using rate based E-TCP congestion controllers. Both the sending rate dynamics and the packet loss rate

series confirm that the system has arrived at a stable state.

VIII. INCREMENTAL DEPLOYMENT

In this section, we study the issue of deploying E-TCP in the current Internet, which consists of routers with large

buffers. We show by simulation that the stability criterion in Vinnicombe's work [28] is still a sufficient condition

for E-TCP to be stable in the case of large buffers. We use the dumbbell topology as in Figure 4. The bottleneck

buffer size is set equal to the delay bandwidth product. In the following experiments, we set b equal to 1.25 times

the bottleneck buffer size and fix the parameter P0 at 0.01. Our experimental results confirm that the rate based

E-TCP performs well in networks with large buffer sizes.

A. System dynamics

As before, we first study the system dynamics under the setting of a 1Gbps bottleneck with 100ms round trip

propagation delay. The bottleneck buffer size is set equal to the delay bandwidth product, which is 12000 packets.

Figure 22 demonstrates the sending rate dynamics, the queue dynamics as well as the change of the packet loss

rate. The large buffer in this case caused a huge delay in the congestion feedback, which lead to a big over shoot

and large number of packet losses after the slow start phase. However, we still see that the system tends to a stable

state after that. Both the sending rate and the packet loss rate converge to the expected equilibrium states. This

may imply that a new slow start mechanism may be desired in the cases of large buffer systems and the increasing

round trip time may serve as an indication to help determine the correct time to finish the slow start phase. We

leave this as one of our future work.

B. System utilization

Now we show the results when we gradually increase the bottleneck router's buffer size using the rate based

E-TCP congestion control. We increase the bottleneck link capacity from 1OMbps to 1Gbps and the round trip

propagation delay is set to lOOms and 200ms respectively. We set the bottleneck buffer size equal to that of

the delay bandwidth product. For example, in the case when the bandwidth is set to 1Gbps and the round trip

propagation delay 200ms, the buffer is set to be 24000 packets. The parameter b is set to 1.25 times the bottleneck

buffer size. Figure 23 graphs both the link utilization and the goodput utilization. Our experimental results show that

in all the cases, rate based E-TCP makes almost full use of the link bandwidth. And when the network bandwidth

and the buffer size is not so large, the reliable mechanism works fine. However, in a large bandwidth and large
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buffer network, as we have seen in the previous subsection, there is a huge over shoot in the end of the slow start

phase, which costs a large number packet losses. The current reliable mechanism is not yet able to recover these

lost packets in time. We believe a better slow start mechanism is need in this situation which can avoid the over

shooting problem.

IX. RELATED WORK

This paper has focused on future generations of networks which will certainly be characterized by high-bandwidth

technologies. For completeness sake, we now discuss some of the significant recent research on designing protocols

for such high-speed networks; e.g., see [11], [18], [16], [17], [29] and [20]. The interested reader can also refer to

[21] and [8] for more information on these protocols.

Floyd's HighSpeed TCP (HSTCP) [11], Kelly's Scalable TCP (STCP) [18], and Xu et al.'s Binary Increase

Congestion Control (BIC) [29] are three variants that strive to improve on TCP's throughput-loss curve (2) in

high-bandwidth networks. In HSTCP, the congestion window algorithm achieves the response function

W* = PS(1/pS)L,

where S > 0, 0 < P < 1 and L > 0 are predefined parameters set according to target bandwidth and packet loss.

For one parameter set, its shown in [1 ] that

W* 0.12
T 0.835 (12)

Tr P Tr

In STCP, the congestion window is updated on receipt of successful acknowledgement to be

W+- W+O.O1,
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and on detecting a packet loss

W +- W- W/8.

A differential equation approximation of this window adjustment is then

dW W WW
S 0.01- - -- p(t)

dt Tr 8-r.

which yields the steady-state sending rate
W* 0.08T=- -- - (13)
Tr Trp

In BIC, the sending rate T is proportional to to 1/pr, with 1/2 < r < 1.

From Section III, we then compute in these three cases:

(__ .12g)\PB(p)po_.3- - _0.12g 0351

for HSTCP,

PB(P)P = 0.08g

-r. c

for STCP, and

PB(P)PI IX (c

for BIC. In all cases the link utilization p decreases to 0 as c/g increases to 0o. This problem persists as long as T

is proportional to p-' for some a > 0, and this happens for HSTCP when a = 0.835, for STCP when a = 1, and

for BIC when a = r. The deficiency of HSTCP in a small buffer size regime has been analyzed and simulated in

more detail in Barman's work [4]. It is shown that HSTCP's throughput decreases significantly if the buffer size is

less than 10% of the delay bandwidth product.

Jin et al.'s FAST TCP [16] presents an approach that achieves high utilization for high bandwidth, long latency

networks. FAST uses queuing delay as a measure of network congestion and adjusts the congestion window based

on the estimated round trip delay. This scheme works well in networks with dominant queueing delay, but would be

challenged in networks with small buffers since congestion would be hard to detect from round-trip time variations.

Consequently, in a high-speed small-buffer networks, FAST TCP will not achieve high utilization as confirmed by

our experimental results.

Katabi et al.'s eXplicit Control Protocol (XCP) [17] achieves efficient link utilization by using feedback signals

generated by routers along the path to modify sending rates. In contrast, our E-TCP protocol is an end-to-end

approach requiring no router assistance.

Finally, TCP SACK [231, [13] and [5] use selective acknowledgements to infer and retransmit multiple lost

40



4

packets. This action helps recovery from multiple packet loss. However, in the absence of modifying the congestion

control algorithm, TCP SACK will also suffer from diminishing link utilizations in increasingly higher-speed

networks.

X. SUMMARY

In this work, we focused on future networks characterized by high-speed links and routers with small buffers. Our

evolutionary network model indicates that TCP will experience serious performance problems as per connection

throughput increases. This analysis leads us to a new congestion controller, E-TCP, which maintains high link

utilizations in these environments. E-TCP features a novel target equilibrium that forces the bottleneck link to a

stable state of moderate congestion. In addition, the design of E-TCP completely decouples congestion control and

reliable data delivery, which makes both mechanisms implementation friendly.
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